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ABSTRACT

Introduction: Knee osteoarthritis is a prevalent and debilitating musculoskeletal condition, particularly in the elderly. Early detec-
tion and accurate classification are crucial for improving patient outcomes. Objective: To investigate the application of artificial
intelligence (Al) and computer vision for the automated detection and classification of knee osteoarthritis based on the Kellgren-
Lawrence (KL) scale. Additionally, to develop and evaluate an automated system capable of accurately classifying the severity of
the disease. Materials and Methods: A public dataset of radiographic knee images pre-classified according to the KL scale was
used. The images were processed with LandingLens software, using the ConvNext architecture, a convolutional neural network.
The model was trained with 995 images and was used to evaluate 240 trial images. Results: The model achieved an overall ac-
curacy of 92.55% in classifying knee osteoarthritis according to the KL scale, with a sensitivity of 93.33%. Per-class accuracy was
as follows: 97.87% for grade 0, 79.74% for grade 1, 88.68% for grade 2, 94.04% for grade 3, and 99.42% for grade 4. Conclusions:
This study confirms the efficacy of Al and computer vision technologies in the automated detection of knee osteoarthritis. Integrat-
ing these technologies into clinical practice can enhance the efficiency and consistency of patient evaluations, ultimately leading
to improved clinical outcomes and more personalized care.
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Clasificacion avanzada de la artrosis de rodilla utilizando tecnologias de Inteligencia Artificial

RESUMEN

Introduccion: La artrosis de rodilla es una enfermedad osteoarticular prevalente y debilitante, especialmente en adultos mayo-
res. Su deteccion temprana y la clasificacion precisa son cruciales para mejorar los resultados clinicos. Objetivos: Investigar el
uso de la inteligencia artificial y la vision por computadora para la deteccion y clasificacion automatizada de la artrosis de rodilla
segun la escala de Kellgren-Lawrence. Desarrollar un sistema automatizado y evaluar su precisiéon para clasificar la gravedad
de la enfermedad. Materiales y Métodos: Se utiliz6 un conjunto de datos publicos con imagenes radiograficas de rodillas cla-
sificadas segun la escala de Kellgren-Lawrence. Las imagenes fueron procesadas con el programa LandingLens, empleando la
arquitectura ConvNext, una red neuronal convolucional. El modelo fue entrenado con 995 imagenes y evaluado con 240 imagenes
de prueba. Resultados: EI modelo alcanzé una precision global del 92,55% en la clasificacion de la artrosis de rodilla, con una
sensibilidad del 93,33%. La precision por clase fue del 97,87% para el grado 0; 79,74% para el grado 1; 88,68% para el grado 2;
94,04% para el grado 3 y 99,42% para el grado 4. Conclusiones: El estudio confirma la eficacia de la inteligencia artificial y la
visién por computadora en la deteccion automatizada de la artrosis de rodilla. La integracion de estas tecnologias en la practica
clinica podria mejorar la eficiencia, la consistencia en la evaluacion de los pacientes y los resultados clinicos, y asi favorecer una
atencién médica mas personalizada.
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INTRODUCTION

Osteoarthritis is the most common joint disorder among adults over 60 years of age in the United States. The
prevalence of symptomatic knee osteoarthritis is approximately 10% in men and 13% in women.' The knee is
undoubtedly one of the most affected joints, with estimates indicating that around 30% of people over 45 years
old have radiographic evidence of this condition, and about half of them experience clinical symptoms.’

Common symptoms include joint pain, stiffness, and limited function, which negatively impact quality of
life and are often associated with comorbidities such as cardiovascular disease, diabetes, hypertension, falls,
fractures, and depression.’ Managing this disease requires a multidisciplinary approach, including pain man-
agement, exercise, physiotherapy, and, in severe cases, surgical intervention to improve clinical outcomes and
enhance patients’ quality of life.*

In recent years, artificial intelligence (AI), particularly deep learning and convolutional neural networks
(CNNs), has emerged as a powerful tool for improving the accuracy of knee osteoarthritis diagnosis and classi-
fication. These Al models can process large volumes of imaging data and learn complex features, enabling more
accurate and objective classification of knee radiographs.*¢

Several CNN-based approaches have been developed for classifying and detecting knee osteoarthritis. These
models have been trained to identify and classify X-ray images of the knee according to the Kellgren-Lawrence
(KL) classification system, the most widely used method for determining osteoarthritis severity. Studies using
various CNN architectures, such as VGG16, VGG19, ResNet50, YOLOvV3, and EfficientNet-B5, have demon-
strated high accuracy in classifying the severity of osteoarthritis.”®

LandingLens, developed by Landing Al, is an advanced computer vision platform designed to simplify the
creation, implementation, and management of Al models, even for users with no prior experience in Al or ma-
chine learning. This platform is particularly useful in industrial environments for tasks such as quality inspection
and defect detection.

The software provides an intuitive interface that guides users through image uploading, labeling, training,
and model deployment. It allows the development of computer vision models without requiring deep technical
knowledge. Additionally, it supports continuous learning, enabling models to automatically update with new
data. This ensures that models adapt to changing conditions and improve over time.

Radiographic grading systems for knee osteoarthritis vary in terms of reliability and sensitivity in detecting
the severity of the disease. The most commonly evaluated systems include the Kellgren-Lawrence, International
Knee Documentation Committee (IKDC), Ahlbéck, and Fairbank scales (Table 1).°

The Kellgren-Lawrence system is widely used and has proven reproducible, especially when assessing radio-
graphic features such as osteophytes and joint space narrowing. The IKDC system, meanwhile, is known for its
high interobserver and intraobserver reliability, making it one of the most dependable methods for evaluating
knee osteoarthritis.

The Fairbank system, on the other hand, has the lowest reliability among the rating scales reviewed.'!!

While the Ahlbick grading system shows good interobserver agreement, it lacks reliability, particularly when
used without clinical or arthroscopic examination support.'?

Al and computer vision provide opportunities to more effectively monitor disease progression, allowing for
timely and personalized interventions. Early identification of knee osteoarthritis is critical to mitigating its ef-
fects. Early detection, coupled with patient education on exercise and weight management, can significantly
reduce the symptoms of the disease.'*

The integration of Al in the diagnosis and treatment of knee osteoarthritis marks a significant advancement
in the field.

This paper aims to demonstrate how deep learning and computer vision techniques can be used to develop a
model for detecting and classifying knee osteoarthritis based on the Kellgren-Lawrence classification.
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Table 1. Knee osteoarthritis classification systems and their characteristics.

Classification | Grade and characteristics

Kellgren- 0: No JSN or 1: Doubtful 2: Definite 3: Moderate 4: Large
Lawrence reactive changes JSN, possible osteophytes, osteophytes, osteophytes,
osteophytic possible JSN definite JSN, marked JSN,
lipping some sclerosis, severe sclerosis,
possible bone-end  definite bone
deformity ends deformity
IKDC A: No JSN B: >4 mm joint C: 2-4 mm joint D: <2 mm joint
space; small space space
osteophytes,
slight sclerosis, or
femoral condyle
flattening
Fairbank 0: Normal 1: Squaring of 2: Flattening of 3: JSN, 4: All of the
tibial margin femoral condyle, hypertrophic characteristics
squaring and changes, or both at left, to a more
sclerosis of tibial severe degree
margin
Brandt et al. 0: <25% JSN 1: <25% JSN with ~ 2: 25%-50% JSN 3:50%-75% JSN  4: >75% JSN
without secondary ~ secondary features  with secondary with secondary with secondary
features or 25%-50% JSN features or 50%- features or >75%  features
(subchondral without secondary  75% JSN without ~ JSN without
sclerosis, geodes,  features secondary features ~ secondary
and osteophytes) features
Ahlback 0: Normal 1: JSNT (with 2: Obliteration of 3: Bone defect/ 4: Bone defect
or without joint space loss <5 mm and/or loss
subchondral 5-10 mm
sclerosis).
Jager-Wirth 0: No 1: Initial 2: Moderate 3: Medium-grade  4: Heavy
osteoarthritis osteoarthritis, osteoarthritis, osteoarthritis osteoarthritis
small osteophytes,  about 50% JSN

minimal JSN

*JSN = joint space narrowing, IKDC = International Knee Documentation Committee.
FJoint space narrowing is <3 mm of the joint space or <50% of the other compartment.
From: Kohn MD, Sassoon AA, Fernando ND. Classifications in Brief: Kellgren-Lawrence Classification of Osteoarthritis. Clin Orthop Relat Res
2016;474(8):1886-93. https://doi.org/10.1007/s11999-016-4732-4.

OBJECTIVE

To develop an automated system for the detection and classification of knee osteoarthritis using the Kellgren-
Lawrence scale and the IKDC questionnaire, using a computer vision-based Al program.

MATERIALS AND METHODS

A publicly available dataset containing medical images of patients with varying degrees of knee osteoarthritis
(https://www.kaggle.com/datasets/shashwatwork/knee-osteoarthritis-dataset-with-severity) was used to develop a
predictive model for the disease. These images had already been classified according to the Kellgren-Lawrence

scale.

The images were uploaded to the LandingAl platform as supervised learning data.
To develop the model based on the Kellgren-Lawrence classification, 1,195 knee osteoarthritis images were

used, divided into five groups according to their classification: 328 grade 0, 153 grade 1, 212 grade 2, 329 grade
3, and 173 grade 4 images. The training set consisted of 995 images, while 240 images were reserved for testing.
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A machine learning model based on the ConvNext convolutional neural network architecture, with 16 million
parameters, was implemented to perform the prediction. The model was trained for 15 epochs. To evaluate the
model, a confusion matrix, accuracy, sensitivity for each class, and the F1 score were used.

RESULTS

The performance of the knee osteoarthritis classification model was evaluated using the Kellgren-Lawrence
scale, which comprises five levels of severity: 0, 1, 2, 3, and 4. A dataset of 1,195 images was used to train and
evaluate the model.

The model achieved an overall accuracy of 92.55%, demonstrating its ability to correctly classify the pres-
ence and severity of knee osteoarthritis in the majority of cases. This high level of accuracy suggests the model
is reliable in distinguishing between different grades of osteoarthritis according to the Kellgren-Lawrence scale
(Figure 1).

When evaluating per-class accuracy, the model achieved 97.87% accuracy for grade 0, correctly classifying 321
out of 328 images in this category. For grade 1, the accuracy was 79.74%, with 122 out of 153 images correctly
classified. A higher accuracy was observed for grade 2 at 88.68%, with 188 out of 212 images correctly classified.
For grade 3, the model attained an accuracy of 94.04%, correctly classifying 303 out of 329 images. Finally, for
grade 4, the model achieved 99.42% accuracy, correctly classifying 172 out of 173 images (Figure 2).
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Figure 1. Confusion matrix for multi-class classification with integers. The matrix shows high classification accuracy,
with 321/328, 122/153, 188/212, 303/329, and 172/173 images correctly classified for grades 0, 1, 2, 3, and 4, respectively.
Misclassifications mainly occurred between adjacent classes.
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Figure 2. Confusion matrix for multi-class classification with percentage values. The percentage-based matrix indicates high
classification accuracy: 97.87% for grade 0, 79.74% for grade 1, 88.68% for grade 2, 94.04% for grade 3, and 99.42% for
grade 4. Misclassifications were mainly between adjacent grades.

The model’s overall sensitivity was 94.23%, reflecting its capability to correctly identify most positive cases of
knee osteoarthritis. Its specificity was 98.61%, indicating a strong ability to correctly identify negative cases. The
F1 score, which balances accuracy and sensitivity, was 94.21%, confirming a good overall balance between the
model’s precision and robustness.

In Figure 3A, the model classifies all three radiographs as grade 0 with high accuracy. In Figure 3B, it can be
seen how the heat map provides a useful tool for interpreting and visualizing the model’s decision-making process,
highlighting the areas of the image most relevant to the prediction. These heat maps are essential both for explain-
ing the model’s reasoning and for detecting potential issues in the training process or dataset. The same approach
applies to other classification grades as well.
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Figure 3. Heat map illustrating how the model detects areas affected by osteoarthritis and classifies the images according to
the respective grades.

DISCUSSION

For many years, anteroposterior radiography has been the most effective method for classifying knee osteoar-
thritis for diagnostic purposes. The Kellgren-Lawrence classification system is widely used to determine disease
progression and severity. However, the interpretation of these images can vary among evaluators, leading to incon-
sistencies in classification and, consequently, in treatment.'*

Numerous studies have shown promising results using deep learning techniques and neural networks for the
detection and classification of knee osteoarthritis. This field of Al offers an automated, objective alternative to the
traditional visual interpretation of radiographic images by medical experts.

In a study by Sikkandar et al., a convolutional neural network was used for the automatic classification of knee
osteoarthritis images, achieving an accuracy of 93.2% and a multiclass classification accuracy of 72.01%. This
high level of accuracy suggests that convolutional neural networks can be highly effective in detecting and clas-
sifying knee osteoarthritis in radiographic images.®
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Similarly, Deokar et al. developed an automatic knee osteoarthritis detection system based on feature extraction
and neural networks, with an accuracy of 98.5% during the training stage and 92% during the testing stage. These
results highlight the ability of neural networks to learn and generalize from complex features extracted from medi-
cal images."

In our study, we investigated the efficacy of a computer vision-based approach for the automated detection and
classification of knee osteoarthritis.

Using a dataset of 1,901 images, the model achieved remarkable accuracy and sensitivity in determining the
degree of osteoarthritis. These results surpass those reported in studies by other authors using deep learning tech-
niques and neural networks (Table 2). Without a doubt, these findings suggest that the application of computer
vision techniques could offer an effective and practical alternative for evaluating knee osteoarthritis, providing
accurate and rapid diagnoses that could significantly improve patient care.

Table 2. Comparison of accuracy, sensitivity and specificity results according to the number of images.

Study Sensitivity Specificity Number of images analyzed

Brahim (2019) 82.98% 87.15% 80.65% 1024
Tiwari (2022) 93.69% 92.53% 92.87% 2068
Pongsakonpruttikul (2022) 81% 85% 85% 1650
Segura (2024) 92.55% 94.23 % 98.61% 1195

The implementation of these technologies facilitates the automation of radiographic image analysis. Such pro-
grams can be trained to automatically identify and classify knee images according to osteoarthritis severity, using
the Kellgren-Lawrence classification system as a standard. This not only improves diagnostic efficiency but also
enhances accuracy, reducing inter-rater variability and providing clinical decision support.

CONCLUSIONS

The results of this study demonstrate the efficacy of Al and computer vision in the automated classification of
knee osteoarthritis, achieving an accuracy of 92.55% and a sensitivity of 94.23%. These findings emphasize the
potential of these technologies to support physicians in accurately diagnosing the disease, providing a valuable tool
that can enhance both efficiency and consistency in patient evaluations.
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